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AHoTA1is. YV pobori gocaimkeno meron Heiorona-Bpoiinena fis po3s’a3yBaHHs CHCTEM HeJiHil-
HUX PIBHAHB 3 JeKOMIIO3HUI€0 oneparopa. IIposeseno anasi3 nokaapHOI 30iKHOCTI 33 KJIACUIHUX YMOB
Jlimmurg Ta HaBeIeHO pe3y/IbTaTh TUCeJbHUX ekcriepumenTiB. IIpomeMoncrpoBano edeKTHBHICTD IBOTO
MEeTOJy [/Isl YMCEIbHOTO PO3B’sA3yBAHHS PI3HMX THUIIB HETHITHUX CHCTEM.

ABsTRACT. The Newton-Broyden method for solving systems of nonlinear equations with operator
decomposition is studied in this paper. A local convergence analysis is provided under classical Lipschitz
conditions and results of numerical experiments are presented. The effectiveness of this method in
solving various types of nonlinear systems is demonstrated.

1 INTRODUCTION

Consider a system of nonlinear equations
H(xz) =0, (1.1)

where H : D — IR" is a nonlinear operator, D is the open convex set of the space IR". Our goal is
to find a solution z* € D that satisfies the equation (1.1).
The most used method for solving the system (1.1) is the classical Newton method [5]

Thtl1 = Tk — H’(xk)flﬂ(a:k), k>0,29 €D,

which has a quadratic order of convergence. However, it requires analytically given first-order
derivatives. If it is difficult or impossible to do, then we can apply methods with divided differences
or the approximation of the matrix of partial derivatives. One such approach is the application of
the Broyden’s update formula [2,4,5]. Broyden method has form

Thy1 = xx — By 'H(zy), k >0,

— Bysi)s,
Buyy = By + e = Brsi)se _k E)Sk (1.2)
55, Sk

Sk = Tp1 — T, Yr = H (@) — H(xp),
where By € R™" is a given matrix. One iteration of solving the system (1.1) using (1.2) consists
of the following steps:

1) solve a linear system
Bysi = —H(xy)

and calculate x4 1 by formula
Th41 = Tk T Sk;

2) calculate the matrix Bi1 according to the Broyden’s update formula (1.2).
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Let a nonlinear operator H can be rewritten as the sum of two nonlinear operators F' an G and
consider the system
H(z)=F(x)+ G(x) =0. (1.3)
Here F, G : D — IR". In [3] there was proposed the Broyden-like method

Tht1 = Tk — Blle(xk), k>0,

Buy = B+ W~ TBkSk)s; (1.4)
Si. Sk
Sk = Thyl — Tk, Yk = F(@p41) — F(ak).

This method was studied under classical Lipschitz condition in [1,3]. Moreover, the case of the
nondifferentiable operator G was considered.

Suppose that the Jacobian matrix F’ is calculated exactly and instead of G’ the Broyden’s
update formula is used. As a result, we obtain the following method, which is built on the basis of
both Newton and Broyden methods [8]

Try1 = o — [F'(2x) + Be] 7 (F(ag) + G(z1)), k = 0,1,2, .., (1.5)
where matrices By are defined by

(yr — Brsk)s),
B =B, + "
k+1 k SkTSk (16)

Sk = Tha1 — Thy Yk = G(Tp41) — G(ap).

In this paper we provide the local convergence analysis of the Newton-Broyden method (1.5)-
(1.6) under classical Lipschitz condition. The differentiability of both operators F' and G is assumed.
Moreover, we show the applicability of the proposed method for solving different types of nonlinear
systems. The Newton-Broyden method (1.5)-(1.6) can be applied for solving systems with the
nonlinear function containing a nondifferentiable part or if there are difficulties in calculating the
derivative. In the second case, the function H can be presented as the sum of two functions F' and
G, and G contains the problematic part.

2 CONVERGENCE ANALYSIS

Let U(z,r) = {z € D, ||x — z|| < r} denotes the open ball with center z € IR" and the radius r,
U(z,r) — the closed ball, and I denotes the identity matrix. In the theoretical statements l>-vector
and matrix norm is used.

First, we present some lemmas that are needed to obtain the main result.

Lemma 2.1. [3] Let s € R" and s's = 1. Then

|11 —ss"| =1.

Lemma 2.2. Let 2* € D be a solution of system (1.3) and D C IR" be an open convex domain
containing all xy,, and xj, # x*. Let F,G : D — R", F,G € C*(D), an inverse matrix H'(z*)~!
exists and suppose that for all x € D the following conditions hold

1H (") " (F' (@) = F'(@)I| < Alle =], (2.1)
IH' (%) "G () = G" (@) < nllz 2" (2.2)

Let By be defined by the formula (1.6) and Axy1 = F'(xp11)+ Bg+1. Then the following estimates
hold for all k > 0

1 (") (A — H' @) < 1 H (") (Be = G (@) + yllwwrr — 27|

3 [llonsa =2l + e — 2. (2.3)
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Proof. We can write

(yx — Brsk)si

A1 = H'@") = Fllag) = Fla) + B - G + 2=
k ok

— Flae) - F@) + B C(a)
+(G/(~T*)5k — Bysi)s, n (yx — G'(x*)sk)s]

Sgsk szsk
1/ % Sksz / 1/ %
= (By—G'@") |1 - E5 | 4 Playy) - F(a")
5, Sk
(yr — G'(x*)sp)s],
+ - .
Sy, Sk
Then
T
*\— * *\— * SkS
VB () (A — H'@)| < | @) (B — G Hf‘frs’i,
k

+|H' (2*) " (F (zp41) — F'(2"))]]
‘H'(fﬁ*)_l(yk — G'(z*)sp)s),
S;Sk

i

Taking into account Lemma 2.1, conditions (2.1), (2.2) and the inequality

1

1) = Gl = || [ B (G 0o 20)) - G'(a) ) dbs
0

77 * *
< Ulzner = 27| + llaw — 2" Dllsll,

we get the estimate (2.3). O

Now we give the local convergence theorem for the method (1.5)-(1.6).

Theorem 2.3. Let F,G : D — IR" be nonlinear operators, D C IR"™ be the open convex set
and F,G € CY(D). Suppose that

1) z* be a solution of the equation (1.1) and an inverse matrix H'(z*)™" exists;

2) the Jacobian matrices F' and G’ satisfy following Lipschitz conditions for all z € D

-1

[H (%) (F'(z) = F'(@*)[| < Alle -2, (24)
[H' (a) G () = G'@))I| < nlle — 2. (2.5)
Then for all matrix By such that
_ + 27
H/ * 1 B _ / * < — f)/ .
[H'(z")"(Bo —G'(@"))| < b 7y + 137 (2.6)

the sequence {xy }r>0 generated by the method (1.5)-(1.6) is well-defined, remains in U(z*,7) C D,
where r < m, and converges to x*. Moreover, the following error estimates hold for all k > 0
Y n

ek =27 < gllar — 2", ¢ = 3. (2.7)
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Proof. We prove this theorem using mathematical induction.
Let zp € U(z*,r). Then, by using conditions (2.4) and (2.6), we have

[H' ()" (Ao — H'(«)[| < [[H'(a") " (F'(w0) — F'(z"))]|
+|H' (z*) "1 (Bo — G'(z"))|
< b4l -2 <b+r <2b< 1.

It follows by the Banach lemma on the invertible operator (Theorem on the existence and norm of
inverse matrix [5]) that Ay" exists and
1 1
I < < :
1—b—7llzg—a*|| — 1—2b

1A H' (")
So, the iterate x1 is well-defined and we can write that
z—a* = wo—a*— Ay (H(w) — H(z"))
= Ay {Ao(zo — 2*) — (H(zo) — H(z"))}

= AEI{F'(JUO) FF(2%) - /01 F'(x* + 0(z0 — x*))d@}(mo — ")

+A51{BO ¥ G () — /01 G (2" + 0(z — x*))d@}(xo — ).

Using (2.4) — (2.6), we obtain
L59]lzo — 2| + (b + 0.5n]|z0 — =*|)||zo — ||
- 1= (b4 7llzo — 2*|)

2b + 0.5(y + n)llxo — x*||
- 1=(+llzo — )

A

[l — 2|

lzo = 2*|| < gllwo — 2| <.

Hence, 21 € U(z*,r). From the Lemma 2.2 we get

B —G'(z*) = (By—G'(z")) (1 - 3033) L o = G'(@)s0)sg

SJSO 88—80

and

1 (%)~ (A1 — H'(27))

IN

b+llzr =l + 2 (Jlas = 2] + o — o)
< b+ (y+n)r < 2b.
Suppose that forall 0 <: <k —1
IH (z*) " (A — H'(z¥))]| < 2b;
[zivr — 2™ < qllws — 27;
zip1 € U(x™,r).
Then, for ¢ = k we get

1 (%)~ (A = H' @) < [ H'(27) 7 (Bo — &' (@) + vlla” — a

k—1
0y llz* — il
=0

< btyr4nr/(1—q) =b+ (y+2n)r <2b< 1.
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So,

< < !
1—b—(y+2n)r —1-2b

|A, H ()|
and
Tpyr — " = xp— " — AEI(H(%) — H(z"))
= A M {Ap(z, — 2%) = (H(xp) — H(z"))}

= Alzl{F/(azk) FF(2%) - /01 F'(z* + 0(zy — x*))dﬁ}(mk —z")

1
+4 M BoF Aa) - / G (o + Oy — 2))d0 } (a5 — %)
0
Using (2.4) — (2.6), we obtain

2b+ 0.5(y + n)||lxx — =

. * _ *
fexs = ) r—y
< qllzg — 2t < 7
Hence, 71,1 € U(z*,7) and (2.7) hold. Induction is completed.
From the estimate (2.7), taking into account that ¢ = 3, we get that klim |z — x*|] = 0 and
—00
the sequence {zy}r>0 converges to x*. O

The estimate (2.7) shows that the sequence {z}}r>0 converges to z* linearly.

3 NUMERICAL EXAMPLES

In this section we demonstrate the applicability of the Newton-Broyden method (1.5)-(1.6). We
compare this iterative process with the Broyden method (1.2). For this, we present the results
obtained for the systems of nonlinear equations with following nonlinear functions |6, 7].

Example 3.1. Trigonometric-exponential function [7].

[&ﬁ+2mﬂ—5, i=1,
F(z) =< 32} +2zi41 +4z, -8, 1<i<n,
dx; — 3, 1=n,
( sin (z; — ziy1) sin (@ + Tit1) 1=1,

sin (.%'Z — 331‘4_1) sin (.%'Z + a:i+1)

—xi—1exp (xi—1 — x;), 1<i<n,

—i—1exp (Ti—1 — Ti), i =n.
Example 3.2. Gheri and Mancino problem [6].

n\3
Fi(az):14nxi+<i—§> , 1<i<n,

Gi(z) = Z zij<sin5(ln(zij)) + coss(ln(zij))>, 1<i<n,
=1,

Wherezij:,/x?—&—i/j,lgign,lgjgn.
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Fig. 3.1. Result for Example 3.3

Example 3.3. System with non-differentiable functions.
23(1 — x3) — 7179,
F(z) = q a3(2f —21) — a3,

r1 + xo + a3 — 4,

|29 — 23],
G(x) = |6m2—:v§—x1\,
In |z

To stop iterative processes we use condition

lepsr -2l <107 and [|H ()] < 107,

The matrix By was calculated as a matrix of first-order divided difference at the points x¢ and
Yo = To + 1074,

Table 3.1. The number of iterations for Example 3.1

Method p=06 p=1 p=2
Broyden 11 24 99
Newton-Broyden 7 13 17

Tables 3.1 and 3.2 show the results obtained for Example 3.1 and 3.2 with 50 equations, res-
pectively. The initial approximation for Example 3.1 is g = (2, ... ,2)Tp, where p is a real number,
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and the exact solution is #* = (1,..., 1)T. The initial approximate for Example 3.2 is zg =
(1,...,1)Tp, where p is a real number.

Table 3.2. The number of iterations for Example 3.2

Method p=0 p=10 p=20
Broyden 7 7 8
Newton-Broyden 7 7 8

Table 3.3. The number of iterations for Example 3.3

Method p=048 p=063 p=04
Broyden 8 15 13
Newton-Broyden 7 9 11

In Table 3.3 and Figure 3.1, there are results for Example 3.3. The initial approximate is
zg = (=2, 4, 6)"p and the exact solution is z* = (-1, 2, 3)T. Figure 3.1 demonstrates the change
of the residual’s norm at each step.

From the obtained results, we can see that the Newton-Broyden method (1.5)-(1.6) has an
advantage in the number of iterations over the Broyden method. For Example 3.2, the number of
iterations is the same for both methods. This is explained by the linearity of the operator F'.

4 CONCLUSIONS

In this article we studied the local convergence of the Newton-Broyden method for solving
systems of nonlinear equations. Convergence analysis was provided under the classical Lipschitz
conditions for the first-order derivatives of the nonlinear operators. The applicability of this method
is confirmed by numerical examples. The Newton-Broyden method can be applied for systems with
nondifferentiable functions.
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