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Àíîòàöiÿ. Ó ðîáîòi äîñëiäæåíî ìåòîä Íüþòîíà-Áðîéäåíà äëÿ ðîçâ'ÿçóâàííÿ ñèñòåì íåëiíié-

íèõ ðiâíÿíü ç äåêîìïîçèöi¹þ îïåðàòîðà. Ïðîâåäåíî àíàëiç ëîêàëüíî¨ çáiæíîñòi çà êëàñè÷íèõ óìîâ

Ëiïøèöÿ òà íàâåäåíî ðåçóëüòàòè ÷èñåëüíèõ åêñïåðèìåíòiâ. Ïðîäåìîíñòðîâàíî åôåêòèâíiñòü öüîãî

ìåòîäó äëÿ ÷èñåëüíîãî ðîçâ'ÿçóâàííÿ ðiçíèõ òèïiâ íåëiíiéíèõ ñèñòåì.

Abstract. The Newton-Broyden method for solving systems of nonlinear equations with operator

decomposition is studied in this paper. A local convergence analysis is provided under classical Lipschitz

conditions and results of numerical experiments are presented. The e�ectiveness of this method in

solving various types of nonlinear systems is demonstrated.

1 Introduction

Consider a system of nonlinear equations

H(x) = 0, (1.1)

where H : D → IRn is a nonlinear operator, D is the open convex set of the space IRn. Our goal is
to �nd a solution x∗ ∈ D that satis�es the equation (1.1).

The most used method for solving the system (1.1) is the classical Newton method [5]

xk+1 = xk −H ′(xk)
−1H(xk), k ≥ 0, x0 ∈ D,

which has a quadratic order of convergence. However, it requires analytically given �rst-order
derivatives. If it is di�cult or impossible to do, then we can apply methods with divided di�erences
or the approximation of the matrix of partial derivatives. One such approach is the application of
the Broyden's update formula [2, 4, 5]. Broyden method has form

xk+1 = xk −B−1
k H(xk), k ≥ 0,

Bk+1 = Bk +
(yk −Bksk)s

⊤
k

s⊤k sk
,

sk = xk+1 − xk, yk = H(xk+1)−H(xk),

(1.2)

where B0 ∈ IRn×n is a given matrix. One iteration of solving the system (1.1) using (1.2) consists
of the following steps:

1) solve a linear system
Bksk = −H(xk)

and calculate xk+1 by formula
xk+1 = xk + sk;

2) calculate the matrix Bk+1 according to the Broyden's update formula (1.2).

Key words: Nonlinear system, Broyden method, local convergence, operator decomposition.

© Shakhno S. YarmolaH., 2023



On the Newton-Broyden method for solving systems of nonlinear equations 81

Let a nonlinear operator H can be rewritten as the sum of two nonlinear operators F an G and
consider the system

H(x) ≡ F (x) +G(x) = 0. (1.3)

Here F, G : D → IRn. In [3] there was proposed the Broyden-like method

xk+1 = xk −B−1
k H(xk), k ≥ 0,

Bk+1 = Bk +
(yk −Bksk)s

⊤
k

s⊤k sk
,

sk = xk+1 − xk, yk = F (xk+1)− F (xk).

(1.4)

This method was studied under classical Lipschitz condition in [1, 3]. Moreover, the case of the
nondi�erentiable operator G was considered.

Suppose that the Jacobian matrix F ′ is calculated exactly and instead of G′ the Broyden's
update formula is used. As a result, we obtain the following method, which is built on the basis of
both Newton and Broyden methods [8]

xk+1 = xk − [F ′(xk) +Bk]
−1(F (xk) +G(xk)), k = 0, 1, 2, ..., (1.5)

where matrices Bk are de�ned by

Bk+1 = Bk +
(yk −Bksk)s

⊤
k

s⊤k sk
,

sk = xk+1 − xk, yk = G(xk+1)−G(xk).

(1.6)

In this paper we provide the local convergence analysis of the Newton-Broyden method (1.5)-
(1.6) under classical Lipschitz condition. The di�erentiability of both operators F and G is assumed.
Moreover, we show the applicability of the proposed method for solving di�erent types of nonlinear
systems. The Newton-Broyden method (1.5)-(1.6) can be applied for solving systems with the
nonlinear function containing a nondi�erentiable part or if there are di�culties in calculating the
derivative. In the second case, the function H can be presented as the sum of two functions F and
G, and G contains the problematic part.

2 Convergence Analysis

Let U(x̄, r) = {x ∈ D, ∥x− x̄∥ < r} denotes the open ball with center x̄ ∈ IRn and the radius r,
Ū(x̄, r) � the closed ball, and I denotes the identity matrix. In the theoretical statements l2-vector
and matrix norm is used.

First, we present some lemmas that are needed to obtain the main result.
Lemma 2.1. [3] Let s ∈ IRn and s⊤s = 1. Then

∥I − ss⊤∥ = 1.

Lemma 2.2. Let x∗ ∈ D be a solution of system (1.3) and D ⊆ IRn be an open convex domain
containing all xk, and xk ̸= x∗. Let F,G : D → IRn, F,G ∈ C1(D), an inverse matrix H ′(x∗)−1

exists and suppose that for all x ∈ D the following conditions hold

∥H ′(x∗)−1(F ′(x)− F ′(x∗))∥ ≤ γ∥x− x∗∥, (2.1)

∥H ′(x∗)−1(G′(x)−G′(x∗))∥ ≤ η∥x− x∗∥. (2.2)

Let Bk+1 be de�ned by the formula (1.6) and Ak+1 = F ′(xk+1)+Bk+1. Then the following estimates
hold for all k ≥ 0

∥H ′(x∗)−1(Ak+1 −H ′(x∗))∥ ≤ ∥H ′(x∗)−1(Bk −G′(x∗))∥+ γ∥xk+1 − x∗∥

+
η

2

[
∥xk+1 − x∗∥+ ∥xk − x∗∥

]
. (2.3)
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Proof. We can write

Ak+1 −H ′(x∗) = F ′(xk+1)− F ′(x∗) +Bk −G′(x∗) +
(yk −Bksk)s

⊤
k

s⊤k sk

= F ′(xk+1)− F ′(x∗) +Bk −G′(x∗)

+
(G′(x∗)sk −Bksk)s

⊤
k

s⊤k sk
+

(yk −G′(x∗)sk)s
⊤
k

s⊤k sk

= (Bk −G′(x∗))

[
I −

sks
⊤
k

s⊤k sk

]
+ F ′(xk+1)− F ′(x∗)

+
(yk −G′(x∗)sk)s

⊤
k

s⊤k sk
.

Then

∥H ′(x∗)−1(Ak+1 −H ′(x∗))∥ ≤ ∥H ′(x∗)−1(Bk −G′(x∗))∥
∥∥∥∥I − sks

T
k

s⊤k sk

∥∥∥∥
+∥H ′(x∗)−1(F ′(xk+1)− F ′(x∗))∥

+

∥∥∥∥H ′(x∗)−1(yk −G′(x∗)sk)s
⊤
k

s⊤k sk

∥∥∥∥ .
Taking into account Lemma 2.1, conditions (2.1), (2.2) and the inequality

∥H ′(x∗)−1(yk −G′(x∗)sk)∥ =
∥∥∥ 1∫

0

H ′(x∗)−1
(
G′(xk + θ(xk+1 − xk))−G′(x∗)

)
dθsk

∥∥∥
≤ η

2
(∥xk+1 − x∗∥+ ∥xk − x∗∥)∥sk∥,

we get the estimate (2.3). □
Now we give the local convergence theorem for the method (1.5)-(1.6).

Theorem 2.3. Let F,G : D → IRn be nonlinear operators, D ⊆ IRn be the open convex set
and F,G ∈ C1(D). Suppose that

1) x∗ be a solution of the equation (1.1) and an inverse matrix H ′(x∗)−1 exists;

2) the Jacobian matrices F ′ and G′ satisfy following Lipschitz conditions for all x ∈ D

∥H ′(x∗)−1(F ′(x)− F ′(x∗))∥ ≤ γ∥x− x∗∥, (2.4)

∥H ′(x∗)−1(G′(x)−G′(x∗))∥ ≤ η∥x− x∗∥. (2.5)

Then for all matrix B0 such that

∥H ′(x∗)−1(B0 −G′(x∗))∥ ≤ b =
γ + 2η

7γ + 13η
(2.6)

the sequence {xk}k≥0 generated by the method (1.5)-(1.6) is well-de�ned, remains in Ū(x∗, r) ⊂ D,

where r ≤ 1

7γ + 13η
, and converges to x∗. Moreover, the following error estimates hold for all k ≥ 0

∥xk+1 − x∗∥ ≤ q ∥xk − x∗∥, q =
1

2
. (2.7)
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Proof. We prove this theorem using mathematical induction.
Let x0 ∈ Ū(x∗, r). Then, by using conditions (2.4) and (2.6), we have

∥H ′(x∗)−1(A0 −H ′(x∗))∥ ≤ ∥H ′(x∗)−1(F ′(x0)− F ′(x∗))∥

+∥H ′(x∗)−1(B0 −G′(x∗))∥

≤ b+ γ∥x0 − x∗∥ ≤ b+ γr ≤ 2b < 1.

It follows by the Banach lemma on the invertible operator (Theorem on the existence and norm of
inverse matrix [5]) that A−1

0 exists and

∥A−1
0 H ′(x∗)∥ ≤ 1

1− b− γ∥x0 − x∗∥
≤ 1

1− 2b
.

So, the iterate x1 is well-de�ned and we can write that

x1 − x∗ = x0 − x∗ −A−1
0 (H(x0)−H(x∗))

= A−1
0 {A0(x0 − x∗)− (H(x0)−H(x∗))}

= A−1
0

{
F ′(x0)∓ F ′(x∗)−

∫ 1

0
F ′(x∗ + θ(x0 − x∗))dθ

}
(x0 − x∗)

+A−1
0

{
B0 ∓G′(x∗)−

∫ 1

0
G′(x∗ + θ(x0 − x∗))dθ

}
(x0 − x∗).

Using (2.4) � (2.6), we obtain

∥x1 − x∗∥ ≤ 1.5γ∥x0 − x∗∥2 + (b+ 0.5η∥x0 − x∗∥)∥x0 − x∗∥
1− (b+ γ∥x0 − x∗∥)

≤ 2b+ 0.5(γ + η)∥x0 − x∗∥
1− (b+ γ∥x0 − x∗∥)

∥x0 − x∗∥ ≤ q∥x0 − x∗∥ < r.

Hence, x1 ∈ Ū(x∗, r). From the Lemma 2.2 we get

B1 −G′(x∗) = (B0 −G′(x∗))

(
I − s0s

⊤
0

s⊤0 s0

)
+

(y0 −G′(x∗)s0)s
⊤
0

s⊤0 s0

and

∥H ′(x∗)−1(A1 −H ′(x∗))∥ ≤ b+ γ∥x1 − x∗∥+ η

2

(
∥x1 − x∗∥+ ∥x0 − x∗∥

)
≤ b+ (γ + η)r ≤ 2b.

Suppose that for all 0 ≤ i ≤ k − 1

∥H ′(x∗)−1(Ai −H ′(x∗))∥ ≤ 2b;

∥xi+1 − x∗∥ ≤ q∥xi − x∗∥;

xi+1 ∈ Ū(x∗, r).

Then, for i = k we get

∥H ′(x∗)−1(Ak −H ′(x∗))∥ ≤ ∥H ′(x∗)−1(B0 −G′(x∗))∥+ γ∥x∗ − xk∥

+η

k−1∑
i=0

∥x∗ − xi∥

≤ b+ γr + ηr/(1− q) = b+ (γ + 2η)r ≤ 2b < 1.
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So,

∥A−1
k H ′(x∗)∥ ≤ 1

1− b− (γ + 2η)r
≤ 1

1− 2b

and

xk+1 − x∗ = xk − x∗ −A−1
k (H(xk)−H(x∗))

= A−1
k {Ak(xk − x∗)− (H(xk)−H(x∗))}

= A−1
k

{
F ′(xk)∓ F ′(x∗)−

∫ 1

0
F ′(x∗ + θ(xk − x∗))dθ

}
(xk − x∗)

+A−1
k

{
Bk ∓G′(x∗)−

∫ 1

0
G′(x∗ + θ(xk − x∗))dθ

}
(xk − x∗).

Using (2.4) � (2.6), we obtain

∥xk+1 − x∗∥ ≤ 2b+ 0.5(γ + η)∥xk − x∗∥
1− 2b

∥xk − x∗∥

≤ q∥xk − x∗∥ < r.

Hence, xk+1 ∈ Ū(x∗, r) and (2.7) hold. Induction is completed.

From the estimate (2.7), taking into account that q = 1
2 , we get that lim

k→∞
∥xk − x∗∥ = 0 and

the sequence {xk}k≥0 converges to x∗. □
The estimate (2.7) shows that the sequence {xk}k≥0 converges to x∗ linearly.

3 Numerical Examples

In this section we demonstrate the applicability of the Newton-Broyden method (1.5)-(1.6). We
compare this iterative process with the Broyden method (1.2). For this, we present the results
obtained for the systems of nonlinear equations with following nonlinear functions [6, 7].

Example 3.1. Trigonometric-exponential function [7].

F (x) =


3x3i + 2xi+1 − 5, i = 1,

3x3i + 2xi+1 + 4xi − 8, 1 < i < n,

4xi − 3, i = n,

G(x) =


sin (xi − xi+1) sin (xi + xi+1) , i = 1,

sin (xi − xi+1) sin (xi + xi+1)

−xi−1 exp (xi−1 − xi) , 1 < i < n,

−xi−1 exp (xi−1 − xi) , i = n.

Example 3.2. Gheri and Mancino problem [6].

Fi(x) = 14nxi +
(
i− n

2

)3
, 1 ≤ i ≤ n,

Gi(x) =
n∑

j=1,j ̸=i

zij

(
sin5(ln(zij)) + cos5(ln(zij))

)
, 1 ≤ i ≤ n,

where zij =
√
x2j + i/j, 1 ≤ i ≤ n, 1 ≤ j ≤ n.
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Fig. 3.1. Result for Example 3.3

Example 3.3. System with non-di�erentiable functions.

F (x) =


x23(1− x2)− x1x2,

x23(x
3
1 − x1)− x22,

x1 + x2 + x3 − 4,

G(x) =


|x2 − x23|,
|6x2 − x23 − x1|,
ln |x1|.

To stop iterative processes we use condition

∥xk+1 − xk∥ ≤ 10−10 and ∥H(xk+1)∥ ≤ 10−10.

The matrix B0 was calculated as a matrix of �rst-order divided di�erence at the points x0 and
y0 = x0 + 10−4.

Table 3.1. The number of iterations for Example 3.1

Method p = 0.6 p = 1 p = 2

Broyden 11 24 59
Newton-Broyden 7 13 17

Tables 3.1 and 3.2 show the results obtained for Example 3.1 and 3.2 with 50 equations, res-
pectively. The initial approximation for Example 3.1 is x0 = (2, . . . , 2)⊤p, where p is a real number,
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and the exact solution is x∗ = (1, . . . , 1)⊤. The initial approximate for Example 3.2 is x0 =
(1, . . . , 1)⊤p, where p is a real number.

Table 3.2. The number of iterations for Example 3.2

Method p = 0 p = 10 p = 20

Broyden 7 7 8
Newton-Broyden 7 7 8

Table 3.3. The number of iterations for Example 3.3

Method p = 0.48 p = 0.63 p = 0.4

Broyden 8 15 13
Newton-Broyden 7 9 11

In Table 3.3 and Figure 3.1, there are results for Example 3.3. The initial approximate is
x0 = (−2, 4, 6)⊤p and the exact solution is x∗ = (−1, 2, 3)⊤. Figure 3.1 demonstrates the change
of the residual's norm at each step.

From the obtained results, we can see that the Newton-Broyden method (1.5)-(1.6) has an
advantage in the number of iterations over the Broyden method. For Example 3.2, the number of
iterations is the same for both methods. This is explained by the linearity of the operator F .

4 Conclusions

In this article we studied the local convergence of the Newton-Broyden method for solving
systems of nonlinear equations. Convergence analysis was provided under the classical Lipschitz
conditions for the �rst-order derivatives of the nonlinear operators. The applicability of this method
is con�rmed by numerical examples. The Newton-Broyden method can be applied for systems with
nondi�erentiable functions.
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